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実現したい姿 現状の立ち位置と克服シナリオ

・究極のﾊｲ・ﾊﾟﾌｫｰﾏﾝｽ・ｺﾝﾋﾟｭｰﾃｨﾝｸﾞ（HPC)
・３本柱でｺﾝﾋﾟｭｰﾃｨﾝｸﾞ革新、CAE超高度化
①化学
⇒ 超高精度の電子状態予測、設計戦力化

②最適化（CAE）
⇒ 最速＆最良の求解ｿﾘｭｰｼｮﾝ、技術定着化

③量子ＡＩ
⇒ 既存ﾂｰﾙを超える学習能力、使い分け確立

現状

目標：
スパコンの１億倍以上

ハード（量子ｺﾝ･ﾌﾟﾗｯﾄﾌｫｰﾑ）の進化

・後工程（お客様）のうれしさ
- 実験レス、無駄ゼロ、究極のﾃﾞｼﾞﾀﾙﾂｲﾝ

‘25 ‘30 ‘35 ‘40

シミュレータ検証 実機（ﾌﾟﾚFTQC） 実機（FTQC）

化学

最適化

量子ＡＩ
※NISQ：浅い量子回路のみのアーキテクチャ、 FTQC：誤り訂正付き量子コン
（NISQ：回路深さ～100 ｜ ﾌﾟﾚFTQC：回路深さ～数千 ｜ FTQC：回路深さ～∞）
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量子コンピューターで目指す究極のDX（トヨタ自動車）



3/12機能素材研究に於ける機械学習の重要性（ﾏﾃﾘｱﾙｽﾞｲﾝﾌｫﾏﾃｨｸｽ）

⇒ 電動化プラットフォーム
（xEV）を支える素材研究は
多岐に富み、AIによる効率的な
推進が必要不可欠



4/12ユースケース調査対象

既存NNに対して、量子機械学習モデル
のアドオンで得られる“うれしさ”を検証

⇒ 古典だけでは実現し得ない、広大な
特徴空間による表現力向上を狙う

課題タスク設定（古典NN＋量子QCLでの転移学習表現（ﾄﾞﾚｽ量子回路）)

Ref.)  Andrea Mari, Thomas R. Bromley, 

Josh Izaac, Maria Schuld, and Nathan 

Killoran, Quantum 4, 340 (2020).



5/12量子転移学習論文

Andrea Mari, Thomas R. Bromley, Josh Izaac, Maria Schuld, and Nathan Killoran, Quantum 4, 340 (2020).

https://quantum-journal.org/papers/q-2020-10-09-340/

Transfer learning in hybrid classical-quantum neural networks

https://quantum-journal.org/papers/q-2020-10-09-340/


6/12量子転移学習アルゴリズム

事前学習

転移学習

学習層
データ
入力層

測
定
層

量子回路

古典NN
入力層

古典NN
出力層

学習層B

事前に学習済みの古典NN(ResNet)
と量子層を含む学習層を組み合わせ
て、転移学習を実施

古典機械学習をPytorch、量子計算
をQiskitやPennyLaneで実装



7/12論文再現結果

アリとハチの画像分類

CQ転移学習1の結果を再現
再現結果

QPU Accuracy

Simulator (PennyLane) 0.9513

古典NN (4→4) 0.9568

古典NN (16→16) 0.9627

論文の結果

ドレス量子回路の計算では、論文の結果に概ね近い値を再現できた
古典NNに置き換えた場合は、ドレス量子回路の結果よりも良くなり、ノード数を増やすとさらに向上することがわかった

古典NN

512→4
量子回路

4→4
古典NN

4→2

A’
ResNet18

B

学習済み ０．９６０８
(on kawasaki)



8/12Jupyter-qc環境における計算検証（量子回路のパラメータの違いについて）

以下の2種類の計算において、
上記の計算環境設定の違いを検証した
すべてPytorch (GPU) + PennyLane Lightning GPU 
(cuQuantum)

• Qubit = [5, 10, 15]
• Depth = [10, 15, 20, 25]

検証する計算環境設定は以下の4パターン

• GPU: 1枚, memory: 64GB
• GPU: 1枚, memory: 90GB
• GPU: 2枚, memory: 64GB
• GPU: 2枚, memory: 90GB



9/12Jupyter-qc環境における計算検証（量子回路のパラメータの違いについて）

どの結果も精度が95%前後
5〜15qubitsでは
あまり違いがない

メモリサイズやGPU枚数による違いもない



10/12学習データセットの違いによる性能検証

アリとハチの分類タスクだけでなく、コンクリートのひび割れ分類タスクも合わせて実施

Jupyter-qc環境で計算を実施し、GPUは2枚、memoryは90GBとした
また、すべてPytorch (GPU) + PennyLane Lightning GPU (cuQuantum)で計算を実施した

アリとハチ コンクリートのひび割れ



11/12学習データセットの違いによる性能検証

アリとハチの分類に比べて、コンクリートのひび割れ分類はテスト精度が低い
量子ビット数を増加させると、テスト精度がやや上昇する
20qubitにおける回路の深さが20と25の場合は未検証



12/12まとめ

• Jupyter-qc環境で、量子転移学習アルゴリズムを用いて画像分類タスクの学習とテストを実施した

• GPUを用いた計算では、現時点で量子ビット数が20、量子回路の深さが15まで検証することができた

• （プリポスト環境での試行では、計算時間やメモリを考慮すると、上記程度が問題サイズの限界）

今後の展望

• 計算環境を富岳の計算ノードに変更し、問題サイズの検証を同様に実施する

• GPUクラスタでは再現できない大規模な問題サイズを検証し、富岳x量子ハードの有用性を検証する
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