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Variational Quantum Eigensolver (VQE)
Ground State (Minimum Energy) = Minimum Eigenvalue

« Compute the minimum eigenvalue and its eigenvector for a matrix H = };; H; = );; a; P;
P;: Pauli matrix (sparse matrix)
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SciPy: scipy.optimize for adjust the parameters

Figure from Peruzzo, A., McClean, J., Shadbolt, P. et al. A variational eigenvalue solver on a photonic quantum processor. Nat Commun 5, 4213 (2014).



QC-HPC Hybrid on Miyabi
* Miyabi-C: HPC + Miyabi-G: QC
* Codes are written in Python, WaitlO with Python Interface
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-, N -,
/ . . /
' generate hamiltonian \ '
! !
I send electron_count r > recv electron_count | qu_o.py qu__A.py
| | |
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: N = l h3ou.py
: recv parameter_count <« : send parameter_count I
! !
: 1 ! ' !
I . . I . . - . — . .
| | iteration loop : | literationloop : libimpi_odyssey.so libimpi_aquarius.so
I calc cost(theta) 11 [ L | t
: I |
! send theta r > recv theta I IMpI.C
| i | t
I | calc eval I
‘\ tecueval < ! ‘\ send eval ! libwaitio_a64fx.so libwaitio.so
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